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Abstract
Maximin distance designs and orthogonal designs have become increasingly popular
in computer and physical experiments. The construction of such designs is challenging,
especially under the maximin distance criterion. This paper studies a class of Latin
hypercube designs by calculating the minimum distances between design points. We
derive a general formula for the minimum intersite distance of this kind of design.
The row pairs with the minimum intersite distance are also specified. The results show
that such kind of Latin hypercube design is asymptotically optimal under both the
maximin distance criterion and the orthogonality criterion.

Keywords Computer experiment · Maximin distance design · Space-filling design ·
Orthogonality

1 Introduction

Designs of computer experiments have received extensive attention in the past few
decades. More and more scientists are trying to conduct computer simulation exper-
iments to better understand complex physical phenomena. Latin hypercube designs
(LHDs), proposed by McKay et al. (1979), have been popularly used for computer
experiments because of their uniform coverage of each individual factor (Fang et al.
(2006); Santner et al. (2003)). An n × k LHD, denoted by LHD(n, k), is a matrix of n
rows and k columns each being a permutation of n equally-spaced levels. Hereafter,
whenever we say a column, it refers to the one with n equally-spaced levels. In this
paper, the n levels are taken to be {−(n−1)/2,−(n−3)/2, . . . , (n−3)/2, (n−1)/2}.
For an LHD(n, k) L = (l ′1, l ′2, . . . , l ′n)′, the L2-distance between two distinct rows li =
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(li1, . . . , lik) and l j = (l j1, . . . , l jk) in L is defined to be d2(li , l j ) = ∑k
r=1 |lir −l jr |2,

which is the square of the Euclidean distance between li and l j . The L2-distance of L
is defined to be d2(L) = min{d2(li , l j ) : 1 ≤ i �= j ≤ n}.

The maximin distance criterion, introduced by Johnson et al. (1990), is a significant
criterion for choosing LHDs. A maximin distance design maximizes the d2(L) value
so that no two design points are too close. Then maximin distance designs achieve
the space-filling property in the full-dimensional space that cannot be guaranteed by
random LHDs. A maximin distance design is asymptotically D-optimal under the
Gaussian process model by Johnson et al. (1990). Tang (1994) constructed LHDs
based on full factorial designs without replicates and demonstrated that if the latter
is a maximin distance design, so is the corresponding LHD. Van Dam et al. (2007)
constructed exact maximin L2-distance LHDs with run sizes no more than 70 by the
branch-and-bound algorithm. Zhou and Xu (2015) constructed the maximin L1- and
L2-distance LHDs based on good lattice point sets and derived the upper bound of
L2-distance of a general U-type design. Ba et al. (2015) proposed a new construction
approachof slicedLHDs (SLHDs) and suchdesigns are approximatemaximindistance
LHDs. Joseph et al. (2015) proposed maximum projection (MaxPro) designs that
maximize space-filling properties on projections to all subsets of factors. Lin and
Kang (2016) provided an algebraic construction for maximin distance LHDs. Sun
and Tang (2017) introduced a general method of constructing orthogonal designs
that are space-filling in low-dimensional projections. Wang et al. (2018) showed the
equivalence between orthogonality and maximin L2-distance for a special class of
LHDs. Some other studies on maximin distance designs include Morris and Mitchell
(1995), Ye et al. (2000), Jin et al. (2005), Liefvendahl and Stocki (2006), Joseph and
Hung (2008), Grosso et al. (2009), Van Dam et al. (2009), Viana et al. (2010), Zhu
et al. (2012), Xiao and Xu (2018), and He (2019), among others. Although there is
already rich literature for obtainingmaximin distance designs, the construction of such
designs is still difficult. For most design parameters, maximin distance LHDs can only
be obtained by stochastic algorithms, which are inefficient and difficult to ensure that
these designs can reach the largest minimum distance. For other space-filling designs,
readers are referred to Lin and Tang (2015) for an excellent review.

In this paper, we revisit a special class of LHDs by calculating their minimum
distances. The results show that these designs are asymptotically optimal maximin
distance LHDs. As the sizes of the designs increase, such designs show better charac-
teristics in terms of the maximin distance criterion. Wang et al. (2015) demonstrated
that such designs are nearly orthogonal with a low correlation. So these designs are
good in terms of both the orthogonality criterion and the maximin distance criterion.

This paper is organized as follows. Section 2 introduces the construction method
of a kind of LHD(2c+1, 2c + 2c−1) based on existing results in Sun et al. (2009) and
Wang et al. (2015), and gives some properties of the fold-over design Mc of Sun et al.
(2009). Section 3 introduces a criterion for assessing the maximin distance of LHDs
proposed by Zhou and Xu (2015) and derives the L2-distance of such kind of LHD.
The row pairs with the minimum intersite distance are also given. Section 4 contains
some comparisons with the existing designs. Section 5 concludes with some remarks.
All proofs are deferred to the Appendix.
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Asymptotically optimal maximin distance Latin hypercube designs 407

2 The constructionmethod

This section will first give the construction method of the LHD(2c+1, 2c + 2c−1)
based on the construction method in Sun et al. (2009) and Algorithm 1 in Wang
et al. (2015). It should be noted that Sun et al. (2009) constructed the LHD(2c+1, 2c)
with fold-over structure and Wang et al. (2015) expanded a general fold-over LHD
to accommodate more factors. Both Sun et al. (2009) and Wang et al. (2015) only
focused on the orthogonality criterion. Our construction method below constructs the
LHD(2c+1, 2c + 2c−1) by first iteratively adopting the LHDs constructed in Sun et al.
(2009) and then following Algorithm 1 in Wang et al. (2015). However, we focus on
the maximin distance criterion for the resulting designs.

Construction 1

Step 1. For c = 1, let

S1 =
(
1 1
1 −1

)

, T1 =
(
1 2
2 −1

)

.

Step 2. For an integer c ≥ 2, define Sc and Tc as

Sc =
(
Sc−1 −S∗

c−1
Sc−1 S∗

c−1

)

, Tc =
(

Tc−1 −(T ∗
c−1 + 2c−1S∗

c−1)

T ∗
c−1 + 2c−1S∗

c−1 T ∗
c−1

)

,

(1)

where the operator ∗ works for any matrix with an even number of rows by
multiplying the entries in the top half of the matrix by −1 and leaving those
in the bottom half unchanged.

Step 3. The 2c+1 × 2c matrix Mc can be obtained as

Mc = ((Tc − Sc/2)
′,−(Tc − Sc/2)

′)′, (2)

where A′ denotes the transpose of A.
Step 4. Take Ec−1 = 2Mc−1− J/2 and Fc−1 = 2Mc−1+ J/2, where J is a 2c×2c−1

matrix with all elements unity.
Step 5. Take Hc = (E ′

c−1, F
′
c−1)

′.
Step 6. Take Pc = (Mc, Hc).

For any LHD L , the sum of the elements in any column is zero, so we define the
correlation coefficient of any two columns l(s) and l(t) of the design as ρst (L) =
l ′(s)l(t)/(l

′
(s)l(s)l

′
(t)l(t))

1/2. An LHD is called orthogonal if the correlation coefficient
between any two distinct columns is zero. A frequently used measure of orthogonality
is ρM (L) = max{|ρst (L)| , s �= t, l(s), l(t) ∈ L}.Wecall L nearly orthogonal if ρM (L)

is nearly zero. The following lemma shows some useful properties of the Tc, Mc, Hc

and Pc in Construction 1 (Sun et al. 2009; Wang et al. 2015).
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408 T. Pang et al.

Lemma 1

(i) The Tc in (1) consists of rows and columns of permutations of the 2c elements
1, . . . , 2c, up to sign changes.

(ii) The matrix Mc in (2) is an orthogonal LHD(2c+1, 2c).
(iii) The matrices Hc and Pc are nearly orthogonal LHD(2c+1, 2c−1) and nearly

orthogonal LHD(2c+1, 2c + 2c−1), respectively.

Then, we will further introduce several properties of Mc, which will be used in
Sect. 3. According to the construction process of Mc, the following properties are
obvious. Therefore, the proofs are omitted here.

Property 1 For the Mc in (2) (c > 1), all elements in the first row are positive, all
elements in the (2c + 1)th row are negative, and for other rows, half of the elements
are positive and the other half are negative.

Property 2 For the Mc in (2) (c > 1), we have that

(i) the first row has the form of (1, 3, . . . , 2c+1 − 1)/2;
(ii) in the (2c−1 + 1)th row,

(a) the first half has the form of (2c + 1, 2c + 3, . . . , 2c+1 − 1)/2; and
(b) the second half has the form of (−1,−3, . . . ,−(2c − 1))/2;

(iii) the (2c + 1)th row has the form of (−1,−3, . . . ,−(2c+1 − 1))/2; and
(iv) in the (2c + 2c−1 + 1)th row,

(a) the first half has the form of (−(2c + 1),−(2c + 3), . . . ,−(2c+1 − 1))/2; and
(b) the second half has the form of (1, 3, . . . , 2c − 1)/2.

Example 1 For c = 2, the orthogonal LHD(8, 4) M2 constructed by Construction 1 is

M2 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0.5 1.5 2.5 3.5
1.5 −0.5 −3.5 2.5
2.5 3.5 −0.5 −1.5
3.5 −2.5 1.5 −0.5

−0.5 −1.5 −2.5 −3.5
−1.5 0.5 3.5 −2.5
−2.5 −3.5 0.5 1.5
−3.5 2.5 −1.5 0.5

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (3)

It is easy to check that Properties 1 and 2 hold.

3 Calculation of the L2-distances

This section studies the L2-distance of the LHD(2c+1, 2c+2c−1) Pc generated byCon-
struction 1. The result shows that the design Pc is an asymptotically optimal maximin
distance LHD. Note from Lemma 1 that, the design Pc is a nearly orthogonal LHD.
Therefore, such kind of design is shown to be asymptotically optimal under both the
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maximin distance criterion and the orthogonality criterion. Hereafter, we denoteMc =
(mis)2c+1×2c = (m′

1,m
′
2, . . . ,m

′
2c+1)

′, Hc = (his)2c+1×2c−1 = (h′
1, h

′
2, . . . , h

′
2c+1)

′
and Pc = (p′

1, p
′
2, . . . , p

′
2c+1)

′ for any given c.
The following lemma provides the upper bound of the L2-distance for a general

LHD, which was proposed by Zhou and Xu (2015). Although this upper bound is
unreachable in many cases, it is still often used to evaluate whether a design has a
good L2-distance.

Lemma 2 ForanyLHD(n, k) L,wehave d2(L) ≤ �n(n+1)k/6	, where �x	 represents
the integer part of x.

In order to quantitatively measure the performance of an LHD under the maximin
distance criterion, we define the L2-distance efficiency of an LHD(n, k) L as

def f (L) = d2(L)/�n(n + 1)k/6	. (4)

We call an LHD L to be an asymptotically optimal maximin distance LHD if
lim

n,k→+∞ def f (L) = 1.

Before elaborating on the main results of this section, it is necessary to restate
the following lemma proposed by Wang et al. (2018). This lemma illustrates the L2-
distance of any two distinct rows in the design Mc.

Lemma 3 For the Mc in (2) (c ≥ 1), we have

d2(mi ,m j ) =
{ 1

3 × (23c+2 − 2c), if |i − j | = 2c;
1
6 × (23c+2 − 2c), otherwise.

For convenience, we define a function φ of two distinct rows xi = (xi1, . . . , xik)
and x j = (x j1, . . . , x jk) in an n × k matrix X by φ(xi , x j ) = ∑k

r=1(xir − x jr ). The
following lemma will deduce the maximum φ value and the second-largest φ value
for Mc. This lemma will play an important role in calculating the L2-distance between
two distinct rows in Hc.

Lemma 4 For the design Mc in (2) (c > 1), we have

(i) the maximum φ value of any two distinct rows is 22c, which can be achieved only
at the φ value of the first row and the (2c + 1)th row; and

(ii) the second-largest φ value is (3/4) × 22c, which can be achieved only at
φ(m1,m2c+2c−1+1) and φ(m2c−1+1,m2c+1).

In Example 1, by calculating the φ value of any two rows in M2 in (3), it is easy
to see that the maximum φ value is φ(m1,m5) = 24 = 16 and the second-largest φ

value is φ(m1,m7) = φ(m3,m5) = (3/4) × 24 = 12.
In order to calculate the L2-distance of the design Pc = (Mc, Hc), we need to know

theminimum distance and the second-smallest distance between any two distinct rows
of Hc. The results are stated as the following theorem.

Theorem 1 For the matrix Hc (c ≥ 2), we have
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(i) the minimum L2-distance between any two distinct rows is 2c−1, which can be
achieved if and only if the row pair hi and h j satisfies |i − j | = 2c; and

(ii) the second-smallest L2-distance is

1

3
× 23c − 3

4
× 22c + 1

6
× 2c,

which can be achieved only at d2(h1, h2c+2c−1+2c−2+1) and d2(h2c−2+1,

h2c+2c−1+1).

Example 2 For the design M2 in Example 1, after the transformation of Steps 4 and 5
of Construction 1, we can get a 16 × 4 matrix H3 as below

⎛

⎜
⎜
⎝

0.5 2.5 4.5 6.5 −1.5 −3.5 −5.5 −7.5 1.5 3.5 5.5 7.5 −0.5 −2.5 −4.5 −6.5
2.5 −1.5 6.5 −5.5 −3.5 0.5 −7.5 4.5 3.5 −0.5 7.5 −4.5 −2.5 1.5 −6.5 5.5
4.5 −7.5 −1.5 2.5 −5.5 6.5 0.5 −3.5 5.5 −6.5 −0.5 3.5 −4.5 7.5 1.5 −2.5
6.5 4.5 −3.5 −1.5 −7.5 −5.5 2.5 0.5 7.5 5.5 −2.5 −0.5 −6.5 −4.5 3.5 1.5

⎞

⎟
⎟
⎠

′

.

The minimum L2-distance between two distinct rows in H3 is 4, which is d2(hi , h j )

with |i− j | = 8.The second-smallest L2-distance isd2(h1, h15) = d2(h3, h13) = 124.
All L2-distances between other row pairs in H3 are larger than 124.

The main theorem of the paper is now ready to be stated. This theorem gives a
general formula of the L2-distance of the design Pc in Construction 1.

Theorem 2 For any given c ≥ 2, the L2-distance of the LHD(2c+1, 2c + 2c−1) Pc is

23c − 3

4
× 22c, (5)

which can be achieved only at d2(p1, p2c+2c−1+2c−2+1) and d2(p2c−2+1, p2c+2c−1+1).

Example 3 For c = 3, Construction 1 can generate an LHD(16, 12) P3 as below

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 −0.5 −1.5 −2.5 −3.5 −4.5 −5.5 −6.5 −7.5
1.5 −0.5 3.5 −2.5 5.5 −4.5 7.5 −6.5 −1.5 0.5 −3.5 2.5 −5.5 4.5 −7.5 6.5
2.5 −3.5 −0.5 1.5 6.5 −7.5 −4.5 5.5 −2.5 3.5 0.5 −1.5 −6.5 7.5 4.5 −5.5
3.5 2.5 −1.5 −0.5 7.5 6.5 −5.5 −4.5 −3.5 −2.5 1.5 0.5 −7.5 −6.5 5.5 4.5
4.5 5.5 −6.5 −7.5 −0.5 −1.5 2.5 3.5 −4.5 −5.5 6.5 7.5 0.5 1.5 −2.5 −3.5
5.5 −4.5 −7.5 6.5 −1.5 0.5 3.5 −2.5 −5.5 4.5 7.5 −6.5 1.5 −0.5 −3.5 2.5
6.5 −7.5 4.5 −5.5 −2.5 3.5 −0.5 1.5 −6.5 7.5 −4.5 5.5 2.5 −3.5 0.5 −1.5
7.5 6.5 5.5 4.5 −3.5 −2.5 −1.5 −0.5 −7.5 −6.5 −5.5 −4.5 3.5 2.5 1.5 0.5
0.5 2.5 4.5 6.5 −1.5 −3.5 −5.5 −7.5 1.5 3.5 5.5 7.5 −0.5 −2.5 −4.5 −6.5
2.5 −1.5 6.5 −5.5 −3.5 0.5 −7.5 4.5 3.5 −0.5 7.5 −4.5 −2.5 1.5 −6.5 5.5
4.5 −7.5 −1.5 2.5 −5.5 6.5 0.5 −3.5 5.5 −6.5 −0.5 3.5 −4.5 7.5 1.5 −2.5
6.5 4.5 −3.5 −1.5 −7.5 −5.5 2.5 0.5 7.5 5.5 −2.5 −0.5 −6.5 −4.5 3.5 1.5

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

′

.

The L2-distance of P3 is 29 − 3
4 ×26 = 464, which occurs at the L2-distance between

the first and 15th rows and the L2-distance between the 3rd and 13th rows.

According to Theorem 2, we can easily get the L2-distance efficiency of the design
Pc, which is stated as the following theorem.
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Asymptotically optimal maximin distance Latin hypercube designs 411

Table 1 L2-distance of the LHD for some given orders

c order Pc UB SLHD
Maximum Median Minimum

2 8 × 6 52 72 62 56 51

3 16 × 12 464 544 466 446 399

4 32 × 24 3904 4224 3740 3598 3378

5 64 × 48 32000 33280 29656 29064 27836

6 128 × 96 259072 264192 238488 235582.5 229246

Theorem 3 For the design Pc, the L2-distance efficiency is

de f f (Pc) = 1 − 5

2c+2 + 2
,

which tends to one as c increases infinitely.

The above theorem shows that the design Pc is asymptotically optimal under max-
imin L2-distance criterion.

4 Some comparisons

In this section, we make some comparisons for our designs, SLHDs from Ba et al.
(2015) and MaxPro LHDs by Joseph et al. (2015).

The R package SLHD for implementing the SLHD algorithm, proposed by Ba et al.
(2015), can be downloaded from http://cran.r-project.org/. If the number of slices is
one, the design produced by the package SLHD is an LHD. The comparison results
are reported in Table 1 for c = 2, . . . , 6, where the column “order” refers to the run
size and column size for each c, the column “Pc” shows the L2-distance of the Pc in
Construction 1, and the column “UB” is the upper bound in Lemma 2. For SLHDs,
we ran the maximinSLHD command with default settings 100 times and computed
the L2-distance for each design. Table 1 lists their maximum, median and minimum
values.

The following observations can be seen from Table 1.

(i) For c = 2 and 3, the L2-distance of Pc is smaller than that of the SLHD.
(ii) It is difficult to reach the upper bound in Lemma 2 for both Pc and SLHD.
(iii) As the parameter c increases, the design Pc performs better than the SLHD in

terms of maximin L2-distance.

TheMaxPro designs maximize space-filling properties on projections to all subsets
of factors. Our designs and SLHDs guarantee a good space-filling property in the
full-dimensional space. From Fig. 1 in Joseph et al. (2015), it can be seen that the
performance of MaxPro designs is not as good as SLHDs in the full-dimensional
space, so it is not as good as our designs.
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PWY
MaxProLHD
SLHD

Fig. 1 Plot of Mmq against q for our design (PWY), MaxPro LHD and SLHD

To study the projection properties, we projected the 32 × 24 designs onto 16 to 24
dimensions to compare our design with SLHD andMaxPro LHD. The SLHDwe used
is the best design in Table 1, which has an L2-distance up to 3740. The MaxPro LHD
is generated by theMaxProLHD function in the R packageMaxPro. The comparison
results are shown in Figs. 1, 2 and 3 . Figure 1 is the results for the maximin criterion
Mmq (larger the better) proposed by Joseph et al. (2015). Figures 2 and 3 are the
results for the L2-efficiency (larger the better) defined in (4), where for each case of
dimensions, Fig. 2 compares the best one from all possible projections while Fig. 3
compares the means for all possible projections. From Fig. 1, it can be seen that,
under the Mmq criterion, the MaxPro LHD performs the best when projected onto
smaller dimensions, while our design performs the best when projected onto larger
dimensions. From Figs. 2 and 3 , we can see that, under the L2-distance efficiency
criterion, our design performs the best on all projections of 16–24 dimensions. For
designs of size 16 × 12, similar comparison results can be found, so we omit the
corresponding plots here.

5 Concluding remarks

In this work, by combining the constructions in Sun et al. (2009) andWang et al. (2015)
together,we found a newclass of Latin hypercube designs (LHDs). SuchLHDs, having
2c+1 runs and 2c +2c−1 factors for any c > 1, are shown to be asymptotically optimal
in terms of the maximin L2-distance criterion. Furthermore, the row pairs that achieve
the minimum L2-distance have been specified. In addition, we note that such LHDs
are also nearly orthogonal from Wang et al. (2015). Therefore, the resulting LHDs
perform well in terms of both the maximin L2-distance criterion and the orthogonality
criterion.
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Fig. 2 Plot of the best de f f (L)’s for our design (PWY), MaxPro LHD and SLHD projected onto q dimen-
sions
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Fig. 3 Plot of the mean de f f (L)’s for our design (PWY), MaxPro LHD and SLHD projected onto q
dimensions

Wang et al. (2018) showed some connection between maximin distance designs
and orthogonal designs when the column size is one half of the run size. Our work
extended the results of Wang et al. (2018) and implied the coincidence, in some sense,
when the column size is three quarters of the run size. One restriction of the proposed
method is that the run size can only be a power of two. For other sizes of runs and/or
columns, how to obtain maximin distance designs by construction method? Do they
still have some connection with orthogonality? These are issues worth future study.
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Appendix

A.1. Proof of Lemma 4 First, based on Property 2, we can easily obtain the φ values for
the following three row pairs

φ(m1,m2c+1) =
2c∑

r=1

(m1,r − m2c+1,r )

= 2 × (1 + 3 + · · · + 2c+1 − 1)/2 = 22c,

φ(m1,m2c+2c−1+1)

= (1 + 3 + · · · + (2c+1−1))/2 − (1 + 3

+ · · · + (2c−1) − (2c+1) − (2c+3) − · · · − (2c+1−1))/2

= 2 × ((2c + 1) + (2c + 3) + · · · + (2c+1 − 1))/2 = 3

4
× 22c,

and

φ(m2c−1+1,m2c+1)

=
2c∑

r=1

(m2c−1+1,r − m2c+1,r ) =
2c∑

r=1

((−m2c+2c−1+1,r ) − (−m1,r ))

=
2c∑

r=1

(m1,r − m2c+2c−1+1,r )

= φ(m1,m2c+2c−1+1) = 3

4
× 22c.

Next, we confirm that the value φ(m1,m2c+1) is the maximum φ value and the val-
ues φ(m1,m2c+2c−1+1), φ(m2c−1+1,m2c+1) are the second-largest φ value. According
to Properties 1 and 2 , it is easy to see that the maximum φ value is the φ value of the
first row and the (2c + 1)th row. We will focus on the second-largest φ value.

For any i, j �= 1, 2c + 1, since the row vector mi has a half of elements positive
and others negative, so half of the 2c+1 elements of the sum formula φ(mi ,m j ) are
negative. Then, if possible, the maximum value of φ(mi ,m j ) is

2 × (((2c + 1) + (2c + 3) + · · · + (2c+1 − 1))/2 − (1 + 3 + · · · + (2c − 1))/2)

= 2c × 2c−1 = 1

2
× 22c <

3

4
× 22c.
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By Property 1, we can know the sum formula φ(m1,mi ) has 2c + 2c−1 positive
elements. For the values φ(m2c+1,mi ), φ(mi ,m1), and φ(mi ,m2c+1), we have a
similar conclusion. By the (i) and (iii) of Property 2, we have

max{φ(m1,mi ), φ(m2c+1,mi ), φ(mi ,m1), φ(mi ,m2c+1)}
≤ ((1 + 3 + · · · + (2c+1−1))+((2c+1) + (2c+3) + · · ·

+ (2c+1−1))−(1 + 3 + · · · + (2c−1)))/2

= 3

4
× 22c,

where the equality achieves at φ(m1,m2c+2c−1+1) and φ(m2c−1+1,m2c+1). Also, we
note that

φ(m2c+1,m1) = −φ(m1,m2c+1) = −22c <
3

4
× 22c.

Summarizing the above results, we can see that the second-largest φ value can only
be achieved at φ(m1,m2c+2c−1+1) and φ(m2c−1+1,m2c+1). This completes the proof.

�

A.2. Proof of Theorem 1 For c = 2, it is easy to show that the minimum L2-distance
between any two distinct rows in H2 is d2(hi , h j ) = 2, where |i − j | = 2c; and the
second-smallest L2-distance is d2(h1, h8) = d2(h2, h7) = 1

3 ×26− 3
4 ×24+ 1

6 ×22 =
10. In the following, we only consider the case of c > 2.

For convenience, we always assume i < j and denote A = {1, 2, . . . , 2c} and
B = {2c + 1, 2c + 2, . . . , 2c+1}. We calculate the L2-distances between any two
distinct rows in Hc by dividing i and j into the following four cases.

(i) If i, j ∈ A or i, j ∈ B, and |i − j | = 2c−1, by Lemma 3, we have

d2(hi , h j ) =
2c−1
∑

r=1

|hir − h jr |2 = 4 × 23(c−1)+2 − 2c−1

3
= 2

3
× 23c − 2

3
× 2c.

(ii) If i, j ∈ A or i, j ∈ B, and |i − j | �= 2c−1, by Lemma 3, we have

d2(hi , h j ) = 4 × 23(c−1)+2 − 2c−1

6
= 1

3
× 23c − 1

3
× 2c.

(iii) If i ∈ A , j ∈ B and |i − j | = 2c, we have

d2(hi , h j ) =
2c−1
∑

r=1

|hir − h jr |2 =
2c−1
∑

r=1

∣
∣
∣
∣(2mir − 1

2
) − (2mir + 1

2
)

∣
∣
∣
∣

2

= 2c−1.
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(iv) If i ∈ A , j ∈ B and |i − j | �= 2c, we have

d2(hi , h j ) =
2c−1
∑

r=1

|hir − h jr |2

=
2c−1
∑

r=1

∣
∣
∣
∣(2mir − 1

2
) − (2m j−2c,r + 1

2
)

∣
∣
∣
∣

2

= 4d2(mi ,m j−2c ) − 4φ(mi ,m j−2c) + 2c−1.

If |i − ( j − 2c)| = 2c−1, then we have

d2(hi , h j ) = 4 × 23(c−1)+2 − 2c−1

3
− 4φ(mi ,m j−2c ) + 2c−1

≥ 4 × 23(c−1)+2 − 2c−1

3
− 4φ(m1,m1+2c−1) + 2c−1

= 4 × 23(c−1)+2 − 2c−1

3
− 4 × 22(c−1) + 2c−1

= 2

3
× 23c − 22c − 1

6
× 2c. (6)

The equality (6) holds if and only if i = 1 and j = 1 + 2c−1 + 2c.
If |i − ( j − 2c)| �= 2c−1, then we have

d2(hi , h j ) = 4 × 23(c−1)+2 − 2c−1

6
− 4φ(mi ,m j−2c) + 2c−1

≥ 4 × 23(c−1)+2 − 2c−1

6
− 4 × 3

4
× 22(c−1) + 2c−1

= 1

3
× 23c − 3

4
× 22c + 1

6
× 2c. (7)

The equality (7) holds if and only if one of the following two conditions holds: (a)
i = 1 and j = 2c+2c−1+2c−2+1; and (b) i = 2c−2+1 and j = 2c+2c−1+1.

By summarizing the above results, when c ≥ 2, we can see that the minimum
L2-distance between any two distinct rows in Hc is d2(hi , h j ) = 2c−1, where
|i − j | = 2c; and the second-smallest L2-distance is d2(h1, h2c+2c−1+2c−2+1) =
d2(h2c−2+1, h2c+2c−1+1) = 1

3 × 23c − 3
4 × 22c + 1

6 × 2c. All other L2-distances
between row pairs are larger than 1

3 × 23c − 3
4 × 22c + 1

6 × 2c. This completes the
proof. �
A.3. Proof of Theorem 2 By Lemma 3, we know that, for any two rows of Mc, their
L2-distance is

d2(mi ,m j ) =
{ 1

3 × (23c+2 − 2c), if |i − j | = 2c;
1
6 × (23c+2 − 2c), otherwise.
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By Theorem 1, we know that the minimum L2-distance between two distinct rows
in Hc is 2c−1. This value is the L2-distance between hi and h j with |i − j | = 2c. So
when i, j ∈ {1, 2, . . . , 2c+1} and |i − j | = 2c, the L2-distance between two rows pi
and p j is

d2(pi , p j ) = 1

3
× (23c+2 − 2c) + 2c−1 = 4

3
× 23c + 1

6
× 2c.

By Theorem 1, we know that the second-smallest L2-distance between two distinct
rows of Hc is d2(h1, h2c+2c−1+2c−2+1) = d2(h2c−2+1, h2c+2c−1+1) = 1

3 × 23c − 3
4 ×

22c + 1
6 × 2c. So when i, j ∈ {1, 2, . . . , 2c+1} and |i − j | �= 2c, the minimum

L2-distance between two rows pi and p j is

d2(p1, p2c+2c−1+2c−2+1) = d2(p2c−2+1, p2c+2c−1+1)

= 1

6
× (23c+2 − 2c) + 1

3
× 23c − 3

4
× 22c + 1

6
× 2c

= 23c − 3

4
× 22c.

By summarizing above results, we know that the L2-distance of the design Pc is
23c − 3

4 × 22c, which is either d2(p1, p2c+2c−1+2c−2+1) or d2(p2c−2+1, p2c+2c−1+1).
This completes the proof. �
A.4. Proof of Theorem 3 According to Theorem 2, the L2-distance efficiency of the
design Pc is

def f (Pc) =
23c − 3

4
× 22c

1

6
× 2c+1(2c+1 + 1)(2c + 2c−1)

= 1 − 5

2c+2 + 2
,

which clearly tends to one as c increases infinitely. �
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